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SKILLSARE CHANGING

AEducation must anticipate future societal and technological changes.

Most (if not all) cognitive tasks human do
will be done by Al in the future

Redefinition

AAutomation narratives about technology: T
) | ogilflg_atlon _
A Replacing humansb oCcCcCu p at | ons r e p Tech allows for significant task redesign
A Displacing humansfauxtomation, human computation
A Extending humansAl extenders.
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Enhancement

WHAT AND HOW TO TEST
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http://www.hippasus.com/rrpweblog/archives/2014/06/29/LearningTechnologySAMRModel.pdf

SKILLSARE CHANGING
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AFor a fastchanging situation, humans and Al [ 5aks ’ { Knowledge
’ 1

should limit task/skill specialisation and aim

at general abilities to acquire new skills f
specialised specialised

[ More focus on abilities (and basic skills) ; skills knowledge

rather than specialised skills and knowledg
Specialised Al D2K tools
systems (data science)
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IDENTIFYINGAPABILITIESTAXONOMIES

ISCO

Category
Managers
[ Professionals
Technicians and associate professionals
Clerical support workers.

Humans

AMany taxonomies of skills in occupational categories
(O*NETSOC, ISCO, ESCQO, ..))

Service and sales workers
Skilled agricultural, forestry and fishery workers
Craft and related trades workers
Plant and machine operators, and assemblers
Elementary occupations

Amed forces occupations ESCO

st it it faslia) <8
§

ABy sectors (e.g., Oarmed f 0 % cooitmms
Omanagerso) or generic (e. g = firery
ACognitive abilities in human intelligence models and A — —

psychometrics. B . CHC

AE.g., CattelHornCarroll taxonomy.

ADevelopmental perspective
ASkills develop over some other skills and abilities:

sensorimotor, preoperational, concreteperational, and

formal-operational.

Narrow Broad
(st 1) (stratum I1)
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Al

ATaxonomies in Al are usually associated with
techniques and particular groups of problem

AKnowledge Representation
AReasoning

APlanning

ALearning

APerception

ANavigation

ANatural Language Processing
Aé
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IDENTIFYINGAPABILITIESTAXONOMIES

Pragmatic Integration:

Human tests(From Thurstone
to CHC, developmental,
cognitive de

Animal Cognitiorn(Table of
contents of Wasserman and
Zentladodlks200

Al (Al textbooks, Al
benchmarks, Al JournalAGI
categories

The main criterion for distinguishing two abilities A
and B: a system or component (either natural or
artificial) could conceivably master A but not B.

I tests ' :
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Storageof information in an appropriate medium to be recoveredat will accordingto some keys, queries or mnemonics This
coverslongterm memoryand episodicmemory.
. . . Perceptionof things, recognisingpatterns and manipulating them in physical or virtual environmentswith parts of the body
(limbs)or other actuators, through varioussensoryand actuator modalities,and representations
. . Processingof visual information, recognising objects and symbols in images and videos, movement and content in the
image,with robustnessto noise and different anglesand transformations
Processingof auditoryinformation, suchas speechand music, in noisyenvironmentsand at different frequencies
Focusingattention on the relevant parts of a stream of information in any kind of modality, by ignoringirrelevant objects,
parts, patterns, etc. Similarly,seekingthose elementsthat meet some criteria in the incominginformation.
PA: Planning, sequential Anticipating the consequences of actions, understanding causality and calculating the best course of actions given a
decisionimaking and acting eVl

CE: Comprehension and Understandingnatural language,other kinds of semantic representationsin different modalities, extracting or summarising
compositional expression their meaning,as well as generatingand expressingideas, stories and positions.
CO: C icati Exchangingnformation with peers, understandingwhat the content of the messagemust be in order to obtain a given effect,
S \elntidlez ol followingdifferent protocolsand channelsof informal and formal communication
EC: Emoti d seféontrol Understandingthe emotions of other agents, how they affect their behaviour and also recognisingthe own emotions and
L controllingthem and other basicimpulsesdependingon the situation.

NV- Navigai Movingobjects or oneself between different positions, through appropriate, safe routes and in the presence of other objects
- Navigation or agents,and changesin the routes.

CL: Conceptualisation, learning Generalisingfrom examples, receive instructions, learn from demonstrations,and accumulate knowledgeat different levels

and abstraction of abstraction.
o] e TET =10yl AL =1 Representationof quantitative or logical information that is intrinsic to the task, and the inference of new information from
reasoning them that solvesthe task, includingprobabilities, counterfactualsand other kinds of analyticalreasoning

MS: Mind modelling and social Creation of models of other agents, so that their beliefs, desires and intentions can be understood, and anticipate the
interaction actions and interests of other agents.
MC: Metacognition and Evaluationof the own capabilities, reliability and limitations, self-assessingthe probability of success,the effort and risks of
confidence assessment

own actions.




TESTS HUMANS

APsychometric testdor general abilities, most notably those related to 1Q
tests, and other cognitive tests:

Ae.g., WAIS and many others.

ADevelopmental tests covering a series of stages, sometimes used for
various purposes (e.g., detecting mental disabilities):
Ae. g., the Bayle scal es, Mul | en s

ATests for general education skills or consolidated knowledgexploring
coattainmentdé or oOachievemento6 (of

Ae.g., military psychometric tests (ASVAB), college entrance exams (ACT
and SAT), vocational educational and training (VET tests), professional
(Bennett Mechanical Comprehensi o
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TESTS AIBY ASKINGHUMANEXPERTS

Hernande@r al | o, J. iBeyond Hdmand@urailm® , Tdst dTwenty
Journal of Logic, Language and Information, 2000 Beyond t he Human Judges

Yea
Toc

AAsking humans:
ATuring Testnot used in practice, except variants (e.g., CAPTCHAS):
ARubricsbased on human assessment ab

AUsing subject matterexpertson test questions (e.g., PIAAC).  ©.'.iii “oonses
AMeta-rubrics, can ML automate a task?
ATRLsS:

Brynjolfsson, E., & Mitchell, T. (2017). What can machine learning
do? Workforce implicatinnceg3586370), 1530634.

Many no or
g sense needed for a particular domain: In this ‘simple’ case,
a system can learn from a particular configuration of perceptions.
and actions (e.g., video games) with thousands of traces of hu-
mans/systems succeeding or failing at the task. The database
records cases such as protocols, treatments, efc. Learning with

Apprentice by Demonstration

@

7 traces is supposed to be more efficient than without them, or even M artin GP | ume d et a
necessary in some environments for which we lack a simulator. L H
) s Very o neades, working Artificial Intelligence through
More genera“ty - lower TRL » for a particular domain: When few examples are available, learn- Technol ogy Rea
xs P ing needs 1o rely on background knowledge. We assume that only R .
= ona domain can be handled, by embedding sufficient background under review, 2020
4 knowledge inlo the syslem or in the domain-specific language
used for the representation of the policies and procedures.
3 Very few needed, working
for any domain: In this case we wanl the system to handle virtu-
2 ally any domain. This nesds switching the background knowledge

Many examples, no
background knowledge
of commonsense
needed for a
particular domain

Very few examples,
background knowledge
needed, working for
a particular domain

Very few examples,
background knowledge
needed, working for
any domain

3

from one domain to another, or wide knowledge about different
areas, so that the system can understand traces, videos, demos,
elc., for different domains. For instance, the system should be able
to automate a task, in a sales office or in a newspaper aditorial
office.
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TESTS AIBY TESTIN@HESYSTEM

ATesting the system:
APeer confrontation;RoboCup Chess, Go, Poker, etc.,

ABenchmarks:repositories of instances/tasks as challenges for Al.
AAl reachessuperhuman performance but they do not displaye capability,
AManybenchmarks soon replaced
AClever Hans phenomenon:
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TESTS AINOTONLYOVERFITTINGLSOA SCALEPROBLEM

AAI test results becomesuperhuman but Ald o e s ndét have th

Al benchmark saturation over tim
== ImageNet competition test set accuracy « ImageNet 2012 validation set accuracy benc a saturation ove e

== == Human performance t
25
100%

0Give me the data
(distribution) and
| will ace the test

Accuracy
o
o
53

@
3
>

in a yearb
700/D SQuAD 1 S:AD?G
2010 2012 2014 2016 2018
T 2000 2005 2010 2015 2020
L orr:;neatzigltlg;‘;e(nds From:https://ai.facebook.com/blog/dynabench-ethinking-ai-benchmarking
AReplace the dataset!
Date Model EM F1

0 c halsbheangee p | acgfl FARL1O

(Schlangen 2019), or a SQuAD |
6datsmgseartdpat chd GLUE ©o SUPERG Decl3,2018 BERT finetune 83.54 86.10

(zellers etal., 2019) dynamics. - grarcrafto Starcraftli April 06, 2020 SANet on Albert 90.72  93.01
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https://ai.facebook.com/blog/dynabench-rethinking-ai-benchmarking

TESTS FROMHUMANTESTSTOAI?
AHumantests lack measurement invariancdeyond the human population.
AThese tests are noproxiesfor machines!
AHumans are agents, while\l may come as systems and components!
ATraining to the test controlled for humans, butl is built on purpose!

AMany new capabilitiesAl is introducing arenot covered by any human test.
AE. g., language identification, gene.:

AHumans and Al differ on theesources used(data, compute, sensors) or
external human cognitive labou(labelling data, human computation).
AHumans are not allowed to use their extenders but Al can use other Al systems and huma
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