
Capability-Oriented Evaluation (of AI)

Mostly based on 

Ryan Burnell, John Burden, Danaja Rutar, Konstantinos Voudouris, Lucy Cheke, Jose Hernandez-Orallo 

“Not a Number: Identifying Instance Features for Capability-Oriented Evaluation“ IJCAI 2022

Jose Hernandez-Orallo 



Do we have 
capability-oriented 

evaluation in AI?

performance



Performance-oriented vs Capability-oriented

• Performance is a property (a measure) of a pair <system, item>:

• Examples:
• Correct prediction of MySpamFilter on Email735

• 85% accuracy of ResNet23 on ImageNet

• Performance changes when the item/distribution changes
• On blurry, adversarial, OOD images the result is much worse

• Capability is a property of a system:

• Examples:
• The system can add integers up to three digits.

• The system can jump up to 1.20 metres high.

• Capability doesn’t change when the item/distribution changes

• Bar at 1.50 metres high? Bad performance because the capability is lower.



The problems of aggregated performance 

• No patterns of performance 

• No identification of failure points

• Poor estimation of performance for new distributions

• The metric cannot be extrapolated

• Poor granular estimation for the same distribution!

• Likely to be conditions under which the system performs better or worse



Where does my system fail? 



Estimate success/failure granularly



Proof of concept: Animal AI Olympics

• Selected subset of AAIO instances measuring simple goal-directed behaviour

• Data across 99 instances from 68 agents

http://animalaiolympics.com/AAI/ M Crosby, B Beyret, M Shanahan, J Hernández-Orallo, L Cheke, M Halina “The 

animal-AI testbed and competition” NeurIPS 2019 Competition and Demonstration 

Track, Proceedings of Machine Learning Research, 2020



Identifying features of interest

Relevant

• Reward size

• Reward distance

• Reward in view (i.e., in front vs behind)

Irrelevant

• Reward side (left vs right)

• Reward colour (green vs yellow)



Identified dimensions and agent characteristic curves



• Plot a subset of relevant variables:

Visualising performance distribution
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This system doesn’t show monotonicity. We 

can’t identify any level of capability robustly.

Non-Conformant SystemConformant System



Predicting performance
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ACCuracy

? = 54.7%
(ignores system locality 

and feature relevance)

extrapolate agenT

ACCuracy

? = 46.8%
(ignores feature 

relevance)

extrapolate bin 

? = 40% 
(ignores other bins)

use parametric model 

on capabilities 

? = 73.2%
(parameter goodness-of-fit 

may be poor)
Except the last one, these are basically non-inferential 

methods (constant models or binning extrapolations)



Predicting performance (parametric model won’t fit)
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use assessor 

models
(Using all variables or 

only the relevant ones?)

assessors = let’s use all the power of ML to characterise the system’s performance!!



Assessors (non-parametric models)
Hernández-Orallo, J.; Schellaert, W.; Martínez 

Plumed “Training on the Test Set: Mapping the System-

Problem Space in AI”, AAAI 2022 (Blue Sky Ideas Award).

• Conditional probability estimator of the result r for AI system π on situation μ:

• It is trained (and evaluated) on test data:

• Using a distribution of situations (instances) μ. 

• Using a distribution of systems π.

π μ r

Resnet, θ1, θ2, … Image3, χ1, χ2, … 1

Resnet, θ1, θ2, … Image23, χ1, χ2, … 0

… … ...

Inception, θ1, θ2, … Image3, χ1, χ2, … 1

Inception, θ1, θ2, … Image78, χ1, χ2, … 1

… … ...

It is applied during deployment, before π 

does any inference or even starts.



Predicting performance (Comparison)

Animal AI Competition Data: 99 instances x 68 agents



Guidelines for Capability-based Evaluation
1. Choose a domain, task or benchmark with instance-level data. 

2. Identify features that can be extracted or easily annotated for each instance during testing. 

3. Identify which features are relevant (should affect performance) and those that are irrelevant (should not 
affect performance) based on theory and domain knowledge. 

4. Analyse the relationships between features and performance using correlation and other exploratory 
analyses. 

5. Select features of interest, bin them appropriately and build characteristic grids (both global and for 
individual systems) to evaluate patterns of performance. 

6. Build predictive models using extracted features. Com pare the results with other ways of predicting 
performance, such as extrapolating average metrics. 

7. Using characteristic grids and predictive models, evaluate capabilities of each system across the 
distributions of the dimensions of interest. 

8. Identify areas of competence for individual systems so that these can later be used for testing more 
complex or advanced capabilities and skills (where appropriate). 

9. Use areas of weakness to inform changes to the benchmark, system models or training. 

10. With new insights about which features are relevant, iterate the process to step 2—or to step 1 if more test 
data is needed (using the models)—for subsequent analyses. 



Vision : map the system – problem space
Lexin Zhou, Fernando Martínez-Plumed, José Hernández-

Orallo Cèsar Ferri and Wout Schellaert “Reject Before You 

Run: Small Assessors Anticipate Big Language Models” 

EBeM@IJCAI2022

• Identify dimensions  in systems (capabilities) and problems (difficulties):

• The assessor is a simple parametric model.

• Otherwise, use non-parametric assessors.

VISION:

Having every deployed AI system backed by 

and accounted for with its capability profile 

and/or its assessor model 

Assessor

Human

AI system



JOSE H. ORALLO
http://josephorallo.webs.upv.es/

jorallo@upv.es

Thank you!
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